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Abstract—A full grid simulation of the head of an Elekta Synergy Platform medical linear accelerator is performed using the Geant4 Monte Carlo platform. The simulation includes all components of the accelerator head and a homogeneous water phantom. Results in terms of depth doses and lateral dose profiles are presented for 6 MV photon beam with the 10x10 cm$^2$ reference field size at 100 cm distance from the source. Overall, a good agreement with the measured dose data is achieved with a precision better than 0.93% and 2.63% for the depth dose profile and lateral dose profiles respectively.

Index Terms—Grid Computing; TPS; Linac; Radiotherapy; Geant4.

I. INTRODUCTION

It is well known that the Monte Carlo simulation provides the most accurate method for modeling the radiotherapy treatment. However, its widespread use is constrained by the high computational cost. The progress made with the grid computing could open a new window for the application of Monte Carlo simulation of radiotherapy treatments in the clinical environment as a normal routine. Indeed, grid computing facilities offer a cheap access to a distributable and reliable powerful computing capability and therefore a dramatic acceleration of the simulation could be reached for a complex system [1].

The success of Monte-Carlo modeling of a medical linear accelerator depends crucially on the information implemented on each component of the treatment head, namely the materials, geometric shapes, size and precise position of the various Linac components [17], [18].

In this work, we present the simulation of an Elekta Synergy Platform medical linear accelerator treatment head developed on the grid using the last public release v10.3 of Geant4 Monte Carlo platform. The goal is to calculate the dose distributions in a water phantom keeping the accuracy of results within 3%. Geant4 (GEometry ANd Tracking) [2]–[6] is an advanced Opensource toolkit developed by the international Geant4 collaboration for high energy, nuclear and accelerator physics as well as for medical and space science studies[23].

Among the several codes, Geant4 is widely used for its modern technology, its flexibility and its impressive capabilities. Geant4 provides the users with tools to handle complex geometries with a set of very accurate physics lists [7], [8]. Tailored to multiple applications and available for accurate interaction and transport of many types of particle in the matter. In addition, Geant4 offers interfaces to enable the users to interact easily with their application through several visualization drivers.

The paper is organized as follows: Section 2 describes the Geant4 model and the simulation on the grid. In section 3 we present and discuss the results of our model for the reference field. Finally, section 4 presents our conclusion.

II. MATERIALS AND METHODS

A. Simulation of the gantry

Based on the vendor detailed information, we simulated the head of the linear accelerator, by use of Geant4 platform. Fig. 1 illustrates the global head structure of the linear accelerator and the water phantom considered in this study. Simulated components include the:

- Target: is a disk of approximately 0.9 mm height made of the tungsten alloy target (10% Re, 90% W, 19.49 g/cm$^3$), creates Bremsstrahlung X-rays, and the remaining primary electrons are absorbed in a graphite absorber inside the target.
- Primary collimator: The primary port collimator consists of a tungsten alloy block which has a density of 18 g/cm$^3$. Basically it is a cylinder with cylindrical holes drilled into it. Located directly beneath the target, its height is about 10.1 cm, and the outer diameter is about 6.28 cm.
- Flattening filter: Made of mild steel, attached to the lower end of the primary collimator. It is conically shaped and ends in a filter back flat and a tube surround. Because the spectral distribution of the Bremsstrahlung has an angular dependence, the dose distribution has a strong peak at the central axis. The flattening filter to achieve a flat dose profile in a tank of water under specific reference conditions [22].
- Ion chamber: The ion chamber assembly consists of a ceramic motherboard and a number of signal and polarising plates, separated by spacers made of aluminium alloy or ceramic. All plates are made from 0.012 mm-thick Mylar film. All spacers motherboard have a 90 mm diameter hole and 2.7 g/cm$^3$ of the density.
- Mylar Mirror: placed on the beam central axis under the dose monitor, to enable patient set-up, and to show the position of the radiation beam.
- MLC: The MLC is used to collimate the additional beam to be able to create different complex shapes other than rectangles and modulate the intensity of
the beam during processing. It consists of several thin rectangular plaques of tungsten alloy and has a tenon-mortar shape ("Tongue and groove") along the X axis and a rounded end along the Y axis. Each plaque is called a leaf and can slide in and out of the field with an accuracy of 1 to 2 mm. The width of the leaves is generally given as the width projected to the isocenter.

- **Jaws**: Jaws are used for field shaping. The pair of jaws was made of tungsten. Orthogonal adjustable jaws positioned after the MLC define the square field size usually over a range of 40 cm to less than 3 cm; generally, these jaws are fixed for the time the beam is on.

**B. Grid computing methodology**

A 30×30×30 cm³ water phantom was simulated under the gantry with a source-surface distance (SSD) of 100 cm. The phantom was divided into 3×3×3 mm³ voxels collecting deposited energy in the phantom. A total of 25 ×10⁹ primary electrons were considered in this simulation. All calculations were performed in grid-environment using “Geant4” virtual organization (VO) [9] with a grid certificate from our national certification authorities MaGrid [10].

Our simulation runs in three steps as shown in Fig. 2. We first developed a manager which splits our simulation to a 1000 of independent jobs. Each one represents a task of 25 million of events to be run on a computing element (CE) of the Geant4 VO.

A job creates and save on the Geant4 VO storage elements (SE) about 26 MB read out geometry (ROG) output file scoring the cumulative dose in the 3D voxelized water phantom.

After all jobs have finished processing of their respective ROG files, merging the resulting outputs from storage elements is done in the second step by a second manager which produce a global dose file of about 36 MB. This latter is explored with ROOT in the last step to produce different dose profiles [11]-[13].

Thanks to the grid computing, the whole simulation last approximately 12 hours including the time spent in the retry of failed jobs and the results transfer from the grid to our local computing facilities. More than 95% of this allotted time was spent in the processing of the first step. Where Geant4 processes the complex particles tracking that is highly CPU time consuming. Such simulation would take more than a year on a normal processor unit.

**C. Measurement data**

The Experimental dose measurements have been obtained with an Elekta Synergy Platform linac radiotherapy unit provided by our Regional Oncology Center. The facility comprises an Elekta linac irradiation head focusing a 6 MV photon beam onto a cube-shaped water tank (Water phantom Periphal, Model 9750 of Multidata Systems, 50x50x50 cm³) irradiated with the standard field sizes 10x10cm².

All the measurements were obtained at a source-surface distance (SSD) of 100 cm. A cylindrical ionization chamber of type 9732-2 Thimble having an active volume of 0.125 cm³ was used to measure the Depth and profile dose in a water phantom.

**D. Electron source**

In order to reduce the discrepancies between simulation results and measured data. The primary electron beam characteristics, namely its spot size and its mean energy, must be settled with a maximum of care [14]. The mean energy influences both the depth-dose curve and the shape of the dose profiles, while the spot size has only an impact on the dose profiles [15]. In this work, these parameters were adjusted according to the method described in [16]-[18]. A mean electron beam energy of 6.7 MeV, 3% FWHM of the mean energy and a full width at half-maximum...
(FWHM) electron spot of 3 mm have been found to be in good agreement with the measurements.

III. RESULTS AND DISCUSSION

To validate the grid model developed here. Accuracy of the simulation is evaluated by the dose error estimator [19], [20].

\[ \varepsilon = \frac{1}{N} \sum_i \frac{|D_{\text{cal}} - D_{\text{meas}}|}{D_{\text{meas}}} \]  

(1)

i corresponds to a curve point index, N is the number of points, D_{\text{cal}} is the dose computed at point i and D_{\text{meas}} is the dose measured at point i.

Before to present the results obtained with the reference field of 10x10 cm² we first check the tuning of the primary electron beam.

Table I compares the simulated and measured results for three beam quality parameters, the TPR\textsubscript{20/10}, the dose delivered at 10 cm depth and the position of the maximum delivered dose (d_{max}). The TPR values were derived from the empirical approximation [21]:

\[ \text{TPR}_{20,10} = 1.2661D_{20,10} - 0.0595 \]  

(2)

Where \( D_{20,10} \) is the ratio of percent doses at 20 cm and 10 cm depths.

Less than 1.23% of discrepancy is observed between the simulated and measured parameters. This shows that the tuning of the photon beam was adjusted properly.

<table>
<thead>
<tr>
<th>TABLE I: COMPARISON OF BEAM QUALITY PARAMETERS FOR 6 MV PHOTON BEAM USING THE 10X10 CM² TREATMENT FIELD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>TPR\textsubscript{20/10}</td>
</tr>
<tr>
<td>D10(%)</td>
</tr>
<tr>
<td>dmax (cm)</td>
</tr>
</tbody>
</table>

Let us examine the results of the simulations for dose profiles obtained with the 6 MV photon beam and the references field.

Geant4 and measured depth dose profiles are presented in Fig. 3. Depth dose curve were normalised to their maximum value at d_{max}. The simulated distribution is in good agreements with the measured one for both the build-up region (Z>d_{max}) and for the tail (Z>d_{max}) and the whole agreements is within 0.93%.

In Fig. 4 are drawn the lateral dose profiles obtained at 1.5 cm, 5 cm, 10 cm and 20 cm depths. Simulated lateral dose profiles were normalized to the mean values in the flat zone while the measured ones were normalised to the dose along the beam axis.

For all depths, the accuracy is better than 2.63% and details of the simulations and measurements compatibility are summarized in Table II.

From all the results presented above, for the 6 MV photon beam and a 10x10 cm² field it is easy to see that we reached a reliable level of reproducing the experimental data. Furthermore, the processing time of the simulation on the grid facilities was brought to quite reasonable duration. Therefore, this grid Geant4 model could be applied in clinical routines as an alternative for the usual treatment planning system whenever a high accuracy is required.

<table>
<thead>
<tr>
<th>TABLE II: ERRORS FOR LATERAL DOSE PROFILES AT 1.5, 5, 10 AND 20 CM OF DEPTHS FOR 6 MV PHOTON BEAM AND 10X10 CM² FIELD.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth (cm)</td>
</tr>
<tr>
<td>1.5</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>20</td>
</tr>
</tbody>
</table>

IV. CONCLUSIONS

We successfully simulated an Elekta Synergy Platform medical linear accelerator using the Monte Carlo Geant4 platform and the grid computing facilities for a 6 MV photon source and 10x10 cm² opening filed. A total of 25 10⁷ events were processed in about 12 hours and excellent agreement were obtained with measured data for both PDD and lateral dose profiles with primary Gaussian electron beam of 6.7 MeV mean energy and 3 mm FWHM width.

For all the results obtained, for the 6 MV photon beam, it is easy to see that we have reached a reliable level of reproduction of the experimental data with an error of less than 3%. In addition, the processing time of the simulation on the computing grid has been reduced to a fairly reasonable time.

This study demonstrates the possible use of Geant4 grid simulations in radiation treatment planning. Advanced validation studies with different treatments fields and different energies are required to fully validate the accuracy of our grid model.
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